Lecture 3 Computer Organization and Design DKP/Fall 2020

\_\_\_\_\_\_\_\_\_

Character Sets

\_\_\_\_\_\_\_\_\_\_\_\_\_\_

We discussed how to use bit patterns to represent natural numbers ("unsigned numbers") and integers that might be negative ("signed numbers"). Let's briefly review how to represent characters.

The ASCII system is a slightly old-fashioned way to represent characters.

Each character fits into a byte. Normally, 8 bits would give us 2^8 = 256 characters, but ASCII only uses the lower-order 7 bits to distinguish characters. ASCII is thus able to represent 128 different characters.

The character set is everything you can type on an American standard keyboard plus some formatting characters. Germans who can't live without their umlauts can always use Unicode, which requires two bytes per character. Humans typically use tables when they try to figure out which bit pattern corresponds to which character.

Floating-Point Numbers

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

All numbers represented inside computers are \_binary rationals\_ (definition follows). This, and the finite size of computers, has consequences for the accuracy with which we can represent arbitrary rational numbers, and, a fortiori, arbitrary real numbers.

Computers can't represent all binary rationals, because of finite register size, but they can represent a bit-limited subset of the binary rationals. These are often reasonable approximations to rationals and real numbers.

Of course, bit-limited bit patterns can \_exactly\_ represent a finite subset of the binary rationals. Definition: A binary rational is a rational whose denominator is a power of 2.

Schemes that use bit-limited binary rationals to approximate fractional numbers introduce a trade-off between \_precision\_ and \_range\_. We get precision when the binary rationals are close together; we get range when the difference between the smallest and largest binary rational is large.

A number 'n' has a finite binary expansion if 'n' is a binary rational.

A reduced binary rational fraction is a number of the form m/2^n, where m < 2^n and the radix 2 is not a factor of 'm'. The binary expansion of such a number has exactly 'n' binary places to the right of the binary point. This identity is actually true for arbitrary radix.

It helps to spend a moment on fixed-point numbers before moving on to floating-point numbers. It also helps to have a sensible presentation strategy. Our strategy is to develop a consistent, intuitive \_blackboard notation\_ for floating-point numbers, and only then worry about how blackboard notation can be adapted to correspond to a register with a fixed number of bits.

The reason for caring about fixed-point numbers is that every floating-point number is a scaled version of a (1+f)-bit binary fixed-point number, where 'f' is the number of bits set aside for the fractional part of the significand.

A fixed-point number consists of an \_integral part\_ and a \_fractional part\_, with the two parts separated by a \_radix point\_. If a radix-r fixed-point number has 'm' "integer" digits and 'n' "fractional" digits, its value is:
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The digits to the right of the radix point are given negative indices and their weights are negative powers of the radix.

In an (m+n)-digit radix-r fixed-point number system with 'm' whole digits, numbers from 0 to r^m - r^-n, in increments of r^-n, can be represented.

We call r^-n the \_step size, or \_resolution\_. We will focus on radix 2.

In this case, any two adjacent (m+n)-bit fixed-point binary rationals have a fixed distance between them, viz., 2^-n.

Example:

In a (2+3)-bit binary fixed-point number system:  
decimal 2.375 = (1 \* 2^1) + (0 \* 2^0) + (0 \* 2^-1) + (1 \* 2^-2) + (1 \* 2^-3) = (10.011).

(I won't write the radix specifier "\_2"; it is understood). In this number system, the values   
0 = (00.000) through 2^2 - 2^-3 = 3.875 = (11.111) are representable in steps of 2^-3 = 0.125. For a fixed sum (m+n), there is a trade-off. A larger 'm' leads to an enlarged \_range\_ of numbers. A larger 'n' leads to increased \_precision\_ in specifying numbers, which, for us, means better approximations to real numbers.

There are standard procedures to convert between decimal and binary fixed-point, which are somewhat mechanical. However, they do make bite-size homework problems, so here are two examples.

Example:

Convert decimal 2.9 to (3+5)-bit binary fixed point.   
Integer 2 is handled separately: (010.???).
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Just taking the first five fractional digits gives (010.11100) = 2.875.

But we \_could\_ do something with the sixth digit: since it is 1, we can add 1 to the current approximation. This gives (010.11101) = 2.90625, which is closer to 2.9 than is (010.11100). This last refinement is called \_rounding\_. We won't use rounding even if it often improves accuracy.

Example:

Convert (1101.0101) to decimal. This is obviously 13 and 5/16, which is 13.3125. The binary rational is 213/16.

Although there are several ways to encode signed fixed-point numbers, we will choose just one. In fixed-point notation, we will just write the sign explicitly.

Thus, -5.75 in (3+5)-bit binary fixed point is just -(101.11000).

We need some terminology. When we get to floating-point numbers, we will see that they are logically represented as: +/- s \* 2^e. The three components of the representation are: 1) the \_sign\_, 2) the \_significand\_ 's', and 3) the \_exponent\_ 'e'. That is, plus or minus some binary rational times 2 raised to some positive or negative (integer) power.

This is not as foreign as it looks. In the decimal world, we often write, say:

-3.45 \* 10^7, where 3.45 is a (decimal) rational in the range [1,10).

Note: The phrase "decimal rational" is ambiguous: it might be a rational number represented in decimal, or it might be an analogue of "binary rational".

We can use "blackboard notation" as a steppingstone to representing floating-point numbers in registers. Blackboard notation is easier because

1. we use trivial representations of sign and exponent, and
2. we use examples with terminating significands, and---for nonterminating ones---make

use of repeating binary expansions of infinite length.

Let's try some examples in blackboard notation. Recall that, in scientific notation, we usually write a single digit to the left of the decimal point, e.g., 3.26 \* 10^5. We adopt the same convention for \_binary rationals\_,

e.g., 1.01 \* 2^-2 = 0.3125. That is, we write a positive binary rational with a single nonzero digit to the left of the radix point, and continue with the fractional part, all this times some (positive or negative) power of two.

Example:

Convert (1101.1010) to normalized blackboard floating point.

(1101.1010) = (1101.1010) \* 2^0 <identity>

= (1.1011010) \* 2^3 <normalize>

= (1.1011010) [3] <just being lazy>

Example:

Convert (0.000111) to normalized blackboard floating point.

(0.000111) = (0.000111) \* 2^0 <identity>

= (1.110000) \* 2^-4 <normalize>

= (1.110000) [-4] <just being lazy>

When we move the binary point left, we increase the exponent; when we move the binary point right, we decrease the exponent.

This is almost as far as we can take our blackboard notation. To show actual bit patterns, we need to know how many bits are available for the significand, and how many bits are available for the exponent. Also, in standard-computer bit patterns, we will drop the (thus far explicit) "1." in that it goes without saying. This allows us to explicitly represent only (a prefix of) the fractional part of the significand.

Note: A simpler word than "significand" is "coefficient". I will use "coefficient".

Consider a 16-bit register. One bit is used to represent the sign, leaving us with 15 bits. After reflection, we choose to use 4 bits (one hex digit) to represent the signed exponent in two's complement semantics. That leaves only 11 bits to store the \_fractional part\_ of the significand.

Example:

Represent 5/16 as a floating-point number in a 16-bit register.

I will use the order: sign, exponent, fractional part. Now, 5/16 is 1.01 \* 2^-2. The 4-bit exponent in two's complement is 1110 (hex e).

So the full 16 bits are: 0 | 1110 | 01000000000, which is 7200 in hex.

To sum up, we use:

1. one bit for the sign,
2. 4 bits to represent the exponent in two's complement,
3. 11 bits for the bits to the \_right\_ of the binary point in the full significand. (Again, these "right-of-point" bits are called the \_fractional part\_ of the significand).

Example:

Put (1.1010101) [-3] into a 16-bit register.

This is: 0 | 1101 | 10101010000, which is 6d50 in hex.

Example:

Put (1.11) [4] into a 16-bit register.

This is: 0 | 0100 | 11000000000, which is 2600 in hex.

Example:

Put 1/5 into a 16-bit register. Here, the true value of the fractional part of the binary-rational coefficient is an infinite binary expansion.

0.2 = (0.<0011>\*) = (1.<1001>\*) [-3] This is still blackboard notation.

This becomes: 0 | 1101 | 10011001100, which is 6ccc in hex.

But any notion of fixed-point has vanished from the last example. So we have another possible notation. Pretending we are mathematicians, we could write:

0.2 = 0.(0011)\*

This is just the infinite binary expansion of 0.2 without normalization, and without scale factor.

Other people have given this matter much thought. In the current IEEE floating-point standard, a floating-point number has three components:

1. a sign +/-,
2. a significand 's'
3. an exponent 'e'.

The \_exponent\_ is a signed integer represented in biased format (a fixed bias is added to it to make it into an unsigned number). We are \_not\_ responsible for exponent bias. I mention it only for completeness.

The \_significand\_ is a fixed-point number in the range [1,2). Because the binary representation of the significand always starts with "1.", this fixed "1." is omitted ("hidden"), and only (a prefix of) the fractional part of the significand is explicitly represented.

What is being represented in this way? Answer: +/- s \* 2^e.

There are short (32-bit) and long (64-bit) floating-point formats. The short format ranges from 1.2 \* 10^-38 to 3.4 \* 10^38. The long format ranges from 2.2 \* 10^-308 to 1.8 \* 10^308.

Exercise:

Calculate the four bounds for strictly positive single- and double-precision floating-point binary rationals. Single: The smallest strictly positive binary rational is 2^-126, which is (approximately) 1.2 \* 10^-38; the largest binary rational is (approximately) 2^128, which is (approximately) 3.4 \* 10^38. Double: The smallest strictly positive binary rational is 2^-1022, which is (approximately) 2.2 \* 10^-308; the largest binary rational is (approximately) 2^1024, which is (approximately)

1.8 \* 10^308. Zero lies outside either range.

Note: 1.2 is more precisely 1.17549435... . The others are similar.

The distance between two adjacent (m+n)-bit floating-point binary rationals varies considerably. Consider single-precision binary rationals, which we may characterize as (8+23)-bit floating-point binary rationals. When the scale factor is near 1, the gap is near 2^-23. Consider the smallest strictly positive floating-point binary rational, which is 2^-126. The distance to the next largest binary rational is 2^-23 \* 2^-126 = 2^-149. Consider the largest floating-point binary rational, which is roughly 2^128. The distance to the next smallest binary rational is 2^-23 \* 2^127 = 2^104. The gap between adjacent floating-point binary rationals is a function of their position on the real line.

Let's say a few more words about the current IEEE standard. If a word has 32 bits, and there are 8 exponent bits, then the significand has 23 bits (plus 1 hidden), the significand range is [1,2 - 2^-23] (or [1,2), if you prefer), and the exponent bias is 127. There are also bit patterns for 0, Infinity, and Not-a-Number (NaN). Again, we are not responsible for this.

I should add that there is no free lunch, and that the two most negative exponents in the exponent range are \_removed\_ to give us bit patterns that are used in special representations of special values.

Let's see how a floating-point number would be laid out in a 32-bit word. Bit 31 would be the sign bit of the binary rational. Then, bits 30 through 23 (8 bits) would store the 8-bit exponent field (including the sign of the exponent), while bits 22 through 0 (23 bits) would store a 23-bit binary rational in the range [0,1 - 2^-23]. (I oversimplify slightly; the value 0 must be handled separately).

To summarize the current IEEE standard for floating-point numbers, in the short (32-bit) format, we have the sign bit, 8 bits for the exponent, and 23 bits for the fractional part of the significand (the hardware adds the implicit hidden "1."), while in the long (64-bit format), we have the sign bit, 11 bits for the exponent, and 52 bits for the fractional part of the significand (the hardware adds the implicit hidden "1.").

Most computers offer \_double-precision\_ floating point. As we have just seen, we increase the exponent field from 8 bits to 11 bits, and the fraction field from 23 bits to 52 bits. Although double precision does increase the exponent range, its primary advantage is in its greater precision, which leads to greater accuracy (closer approximation of reals by binary rationals).

Note: In both 32-bit and 64-bit machines, single-precision floating-point arithmetic means use of 32-bit registers, and double-precision floating-point arithmetic means use of 64-bit registers.

Instruction Formats

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Although instruction formats have consequences in terms of the ease with which certain operations can be carried out, and whose simplicity and uniformity is absolutely critical to the speed with which a sequence of machine instructions can be \_pipelined\_ efficiently, they are not in themselves very interesting.

Having briefly reviewed the encoding structures for different types of numbers, let us now consider \_instruction encoding\_.

In one computer, a typical machine instruction is 'add r1,r2,r3', which causes the values in 'r2' and 'r3' to be added, and the sum put into 'r1'.

A machine instruction for an arithmetic/logic operation specifies an opcode, one or more source operands, and, usually, one destination register. The opcode is a binary code (bit pattern) that specifies an operation. The operands of an arithmetic or logical instruction can come from a variety of sources. The method used to specify where the operands are to be found, and where the result must go, is called the \_addressing mode\_, or \_addressing scheme\_. For now, we assume that all operands are in registers, and discuss other addressing modes gradually.

In the computer mentioned, there are three instruction formats.
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i) In \_true immediate\_ instructions, the 16-bit immediate field in bits 0 - 15 holds a 16-bit signed integer that plays the same role as 'rt' in the R-type instructions; in other words, the specified operation is performed on 'rs' and the immediate operand, and the result is written into 'rt', which is now a destination register.

Example:

'daddiu r1,r1,#-8' lays out as

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAR4AAAA+CAYAAAD9EnRUAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAASgSURBVHhe7Z0BjoMgEAD7rj6o7/E1/Uwf48mCHioIYt0qzCTmckXs7sJO7eUSHz0AgDKIBwDUQTwAoA7iAQB1EA8AqIN4AEAdxAMA6iAeAFCnWDyf7tk/Hg93vPq3e70O3v1rym04Xt/P7tz6nR//Uci/7fyPiSczITn32fUf9/teUvPD45++ex5f1PfrnIXbU78wefmdFf9RyP9I/guxPJ59F2mOq+aPeBJcUjzvl91snfnZYOM1nb/d10/PNFv9gXjUxfMdrice82nnmk0asLXGI39ztzObulGH5sQjCfu3gwsxzMfXRds3fz4usU1jy2vbT4zVwkXEddbCbdVvGpMNZfPwP+EmKm281vNPIXOnr1dWRMH6DFw1/1PEs0xWzl2IwZ8q53vjqfmp8YngxryJeEzDjTF9uv4Z+h5fs3gazj8LyX3IbTi2LnPV/L8vnsAmkXMjjS34jZ+av+f6wY15F/H4cQdurw2VNl7r+aew9XE9IDXgjscMDGKYbwY5129sOWcoiH/MxLIxP+f6I3cWT8571iyehvMfohbR+v3xf2rsbzyBO8KBxsSzdUcS+E7qN35qfvL6HsGNiXiuAPln5rgksP+DrznaEc9SLLI5huSj4nF2j42n5q/GPYIb04pnil0WLTJ/APGcA/ln5rjC9Ys3V3KM1KEh8QyMzTw2tNkgXmPL3HHcmNr8P4bf+In52+NOLOP4dHifCP58s2DL63tcTzwZ+XnUJ57680/j5DMdcfm2JZ6K+IV4vkmdjZcP+SOeW4J4zoH8EU8RUriMW717sriVPWHhzq3f+fEfhfzbzr9YPAAApSAeAFAH8QCAOogHANRBPACgDuIBAHUQDwCog3gAQB3EAwDqIB4AUAfxAIA6iAcA1EE8AKAO4gEAdRAPAKiDeABAHcQDAOogHgBQB/EAgDqIBwDUQTwAoA7iAQB1EA8AqHNAPPNHyf4/Cz2FnZd+1M94/dqe2bV8plJ79Ws9f0sqvnG8zvoUisc+MCy/GD7fKYxs3sjzzq+OxJ4uQIT716/1/HvzrH7zrPfO/AzFV39/FYnn2GNRcwuzzU83zkF0Gm+bX9av7fyNVFyzi4DWjd9CfxWI52hi43z7c7yV9K8nSbvXlwszH/OP4RPEq5Isnjd+dCG+yXca7771az3/iaB4xvzcr7u5R30KxGOMPQTx7vpnJKht/gsyBmuTXS7AQOQTwSBzIkbeGrsCq8XdFev969d6/hPB+Nror/3i+biCeG8cTSyILczckK7Yy0yOFGbXYv0S+30+fyFrq1/D+Yfia6S/yu94Zm9qN8882RixwgTmFxbGYItjzZ+/qX/ERp5rKqxfq/kH42ujvwrFE0os14CBwojlv2fkOfb9yv+mcD52EQ803s3r12z+UfHU318F4lkHJX9oygrSsC6MzA8FvlEYO5a3GNHrXwF3a33k/zRuXb+W84/E10J/FYnHIG9mbrPMkV0UgzPkONccs6AD43KsizCLwRufvz4cu+I7n2V8+9bs/vVrO/+8+GYxVNhfxeIBACgF8QCAOogHANRBPACgDuIBAHUQDwCog3gAQJm+/wOJMTr5n67LfAAAAABJRU5ErkJggg==)We add the 16-bit immediate (here, -8) to 'r1' to compute a number (often a memory address). Then, we write this number into 'r1'.

ii) In \_load, store, and branch\_ instructions, the 16-bit field is interpreted as an \_offset\_, or relative address, that is to be added to the \_base\_ value in register 'rs' (resp., the program counter) to obtain a memory address for reading or writing memory (resp., transfer of control).

For \_data accesses\_, the offset is the number of \_bytes\_ forward (positive) or backward (negative) relative to the base address. In contrast, for \_branch instructions\_, the offset is in \_words\_, given that instructions always occupy complete 32-bit memory words. To interpret the 16-bit signed integer as a word-address offset, we must multiply by 4 to get the number of bytes. Since offsets can be positive or negative, this allows for branching to other instructions within +/- 2^15 (32,768) instructions of the current instruction.

We describe two \_data-transfer\_ instructions, and a \_branch instruction\_, separately.

![](data:image/png;base64,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)

Example:
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We add the immediate byte-offset -24 to 'r2' to determine a memory address. Then, we load the double-precision floating point number (64 bits) from that memory location and put it into floating-point register 'f6'.

Example:

's.d f6,24(r2)' lays out as
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Then, we store the double-precision floating point number (64 bits) in floating-point register 'f6' into that memory location.

Example:
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We compare register 'r1' and register 'r2'. If they are not equal, we add the word-offset derived from the immediate 'loop' to the current value of PC as the new value of PC. That is, we add the shifted, sign-extended 16-bit signed integer 'loop' to the memory address of the branch instruction.

We have already seen how far we can go from the current instruction.
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Example:

'j done' lays out as

[j] [done]

6 bits 26 bits

Using our two tricks, we expand the partial jump-target address 'done' into a full 32-bit address, and transfer control there.

Addressing modes

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Addressing mode is the method by which the location of an operand is specified within an instruction. Our computer uses five addressing modes, which are described as follows:

1. Immediate addressing: The operand is given in the instruction itself.

A simple example is 'daddi'. A second example is shown in its full glory:

daddui r1,r1,#-8 <subi r1,r1,8 in RISC-V>

Because of the 'u', this is a "natural-number" add, which makes sense, for example, when computing memory addresses. After all, addresses are themselves natural numbers, and overflow is reasonably unlikely here. Our odd-looking instruction takes nonnegative 'r1', adds the immediate -8 to it, but does not bother to check for overflow. Of course, if 'r1 = 7', this is a problem.

In truth, error detection is done at a higher level in the hardware/software stack. Still, it is prudent to exercise great caution in programming in this manner.

But suppose we are not computing memory addresses, and write:

daddi r1,r1,#-8

Again, the second operand is given in the instruction itself. The first operand is 'r1'. The 16-bits holding -8 are the second operand (or actually the lower half of it). However, with this opcode, we must most definitely check for overflow. After all, 'r1' might be a large, negative number.

2. Register addressing: The operand is taken from, or the result placed into, a specified register. Here is an example with two source registers and one destination register:

mul.d f4,f2,f6

The contents of registers 'f2' and 'f6' are read. A double-precision floating-point multiply takes place, and the result is placed into register 'f4'.

3. Base addressing: The operand is in memory and its location is computed by adding a byte-address offset (16-bit signed integer) to the contents of a specified base register.

Examples:

l.d f6,-24(r2) ; f6 is a destination register

s.d f6,24(r2) ; f6 is an operand register

4. PC-relative addressing: This is the same as base addressing, except that the "base" register is always PC, and a hardware trick is used to extend the signed-integer offset to 18 bits. Namely, we multiply by 4 to obtain a word-address offset, which is \_subsequently\_ sign extended to 32 bits. This addressing mode is used in conditional branches.

Example:

beq r1,r2,found

Again, the 16-bit signed number is multiplied by 4 (making it a word-address offset) and the result is added to PC. This allows branching to other instructions within +/- 2^15 words of the current instruction.

5. Absolute addressing: The addressing mode for unconditional branches is

different because we don't really have a "base" register. Example:

j done

Here, we need fancier hardware tricks. 'done' is a 26-bit natural number. Multiplying by 4 gives us a 28-bit natural number. Now, if we pad the front of 'done' with the four leading bits of PC, we obtain a genuine 32-bit (word) address. Thus, we can "goto" instructions much further away than those within +/- 2^15 words of the current instruction.

Special Values in IEEE Floating Point (we are not responsible for this);

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

I have told you that the exponent field is in two's complement. Suppose we have a 4-bit exponent field. Then:

bit pattern true exponent

\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_

0000 0

0001 1

... ...

0111 7

1000 -8

1001 -7

1010 -6

... ...

1111 -1

I don't teach the five special values (+/- 0, +/- infinity, and NaN), but I agree that they are necessary in real computers. To represent these values, we need special codes. But this means will we have to sacrifice certain bit patterns that we could otherwise have used.

4-bit two's complement runs from -8 to 7. That's 16 possible exponent values.

The IEEE standard steals two exponent values---the two smallest values,

leaving you with only 14. Here are the fourteen that remain:

bit pattern true exponent

\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_

0000 0

0001 1

... ...

0111 7

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

1000 -8 <stolen to participate in special codes>

1001 -7 <stolen to participate in special codes>

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

1010 -6

... ...

1111 -1

We are left with an exponent range of -6 to 7, as I show in my lectures. Why might a student care? If someone asks you, what is the minimum normalized IEEE floating-point number in 16 bits, with a sign bit and 4 exponent bits, you need to know whether that minimum magnitude is:

1.<0:11> \* 2^-6 or 1.<0:11> \* 2^-8

I generally ask for maximum magnitudes, so this problem never arises, but if I were to ask for minimum magnitudes, I would tell you whether to use -6 or -8.

Stealing is real; bias is just a convenience. Amateurs usually mix stealing and bias so awkwardly---incompetently, I would say---that the student loses the big picture.

Why is bias convenient? Well, the normal range is -8 to 7. Take the largest number (i.e., 7), and add it to each of the two stolen exponents. (We also add 7 to the exponent bit patterns that have not been stolen; this does \_not\_ change their true values, only their representations).

1000 -8 <stolen to participate in special codes>

+0111

\_\_\_\_

1111 <no longer an exponent; now a special code part>

1001 -7 <stolen to participate in special codes>

+0111

\_\_\_\_

1|0000 <no longer an exponent; now a special code part>

That is why 32-bit normalized IEEE floating-point numbers have magnitudes that run from 2^-126 to (approximately) 2^128 (in decimal, 1.2 \* 10^38 to 3.4 \* 10^38---roughly).

In contrast, 64-bit normalized IEEE floating-point numbers have magnitudes that run from 2^-1022 to (approximately) 2^1024 (in decimal, 2.2 \* 10^-308 to 1.8 \* 10^308---roughly). See Lecture 3.

However, you are \_still\_ not responsible for special values, special encodings, exponent stealing, or exponent bias. This appendix is for information only. Disclosure: I may talk about exponent stealing.